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A B S T R A C T

Recent research has focused on measuring neural correlates of metacognitive judgments in decision and post-
decision processes during memory retrieval and categorization. However, many tasks (e.g., stimulus detection)
may require monitoring of earlier sensory processing. Here, participants indicated which of two intervals con-
tained an 80-ms pure tone embedded in white noise. One frequency (e.g., 1000 Hz) was presented on ∼80% of
all trials (i.e., ‘primary’ trials). Another frequency (e.g., 2500 Hz) was presented on ∼20% of trials (i.e., ‘probe’
trials). The event-related potential (ERP) was used to investigate the processing stages related to confidence.
Tone-locked N1, P2, and P3 amplitudes were larger for trials rated with high than low confidence. Interestingly,
a P3-like late positivity for the tone-absent interval showed high amplitude for low confidence. No ‘primary’ vs.
‘probe’ differences were found. However, confidence rating differences between primary and probe trials were
correlated with N1 and tone-present P3 amplitude differences. We suggest that metacognitive judgments can
track both sensory- and decision-related processes (indexed by the N1 and P3, respectively). The particular
processes on which confidence judgments are based likely depend upon the task an individual is faced with and
the information at hand (e.g., presence or absence of a signal).

1. Introduction

Metacognitive abilities are important for regulating one’s perfor-
mance. For instance, if an individual is uncertain about whether or not
they are making the right decision, s/he may choose to obtain addi-
tional information or opt out of the decision altogether. This adaptive
behavior can allow better decision accuracy and/or the avoidance of
costly decision errors. Confidence ratings, uncertainty responses,
judgments of learning (JOLs), feelings of knowing (FOKs), and tip-of-
the-tongue (TOT) reports have been used extensively to explore the
cognitive processes associated with metacognition (for a review, see
Fleming & Dolan, 2012). Within this work, debate has arisen as to
whether these behavioral measures track stimulus encoding, pre- and/
or post-decision processes, or some combination thereof (Boldt &
Yeung, 2015; Kao, Davis, & Gabrieli, 2005; King, Zechmeister, &
Shaughnessy, 1980; Koriat, 1997; Paynter, Reder, & Kieffaber, 2009;
Skavhaug, Wilding, & Donaldson, 2010, 2013).

Given the excellent temporal resolution of the electro-
encephalogram (EEG), several studies have used event-related poten-
tials (ERPs) to investigate the time course of processing that relates to
metacognitive judgments. Some have reported post-decision

components in response-locked ERPs that correlate with metacognitive
judgments. For example, the error positivity (Pe), a component typi-
cally elicited when participants make response errors, tends to be larger
in amplitude for trials that are given low-confidence ratings than high-
confidence ratings (Boldt & Yeung, 2015; also, see Scheffers & Coles,
2000). A number of studies have shown that within the time window of
the classic P3 of the stimulus-locked ERP, the largest amplitudes are
observed for high confidence (e.g., Boldt & Yeung, 2015; Curran, 2004),
high JOL (Skavhaug et al., 2010, 2013), high FOK (Paynter et al.,
2009), and successfully retrieved compared to TOT items (Díaz, Lindín,
Galdo-Alvarez, Facal, & Juncos-Rabadán, 2007; Lindín & Díaz, 2010).
Furthermore, Gherman and Philiastides (2015) were able to train a
multivariate classifier to predict confidence ratings from single-trial
EEGs within the P3 time window (after 300ms and peaking around
600ms post stimulus onset). Those authors concluded that confidence
judgments are based on the accumulation of evidence used in the pri-
mary-task decision itself.

Though this recent work suggests relationships to metacognitive
judgments in the primary-task decision process and post-decision mon-
itoring, the earlier sensory processing on which many metacognitive
judgments may be based remains largely unexplored. Understanding this
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relationship between metacognition and sensory processing is important
for full characterization of metacognitive processes. Fatigue during long
work hours can affect sensory processing of incoming information (e.g.,
Hillyard, Hink, Schwent, & Picton, 1973; Makeig, 1993; Strauß,
Wöstmann, & Obleser, 2014; Wisniewski, 2017). The classic work of
Hillyard et al. (1973) revealed how attention affects sensory responses in
the ERP. Specifically, average N1 amplitude tracked attention as it
shifted to target tones played in one ear and then the other (Hillyard
et al., 1973). Utilizing selective attention for one signal can come at the
expense of potentially relevant non-focused sources (e.g., an auditory
warning indicating that fuel levels of an aircraft are low).

There are a great number of real-world tasks that contain significant
variability in the processing of sensory signals which, in turn, can be
used to adapt behavior after making a metacognitive judgment.
However, the particular paradigms used in recent work typically in-
volve higher-level categorization (e.g., “Is this image a face or a car?”;
Gherman & Philiastides, 2015) and/or meta-memory judgments (e.g.,
“Have you solved this math problem before?”; Paynter et al., 2009) that
are unlikely to fully characterize such scenarios. In contrast, in a
seminal study by Squires, Hillyard, and Lindsay (1973), participants
were tasked with determining when there was a 1000-Hz sinusoidal
tone presented against a background of white noise. Participants made
confidence ratings following each detection response. Both the audi-
tory-evoked N1 and a later positivity systematically increased in am-
plitude as a function of confidence. This early work suggests that me-
tacognitive judgments can track sensory-related processes (reflected by
the N1) in addition to the relatively late decision-related and error-
monitoring processes that have received recent attention in the meta-
cognitive literature.

Similar to Squires et al. (1973), we asked whether confidence in
auditory tone detection is related to sensory- and/or decision-related
processes observable in the ERP. We made two key extensions on this
early work. First, we used a detection paradigm (the probe-signal
method) known to reveal systematic differences in detection sensitivity
along the dimension of frequency (for review, see Scharf, 1998). Fre-
quency probability (e.g., 80% of trials contain tones at 1000 Hz) was
used to set up expectancy for a tone of specific frequency. In this
paradigm, ‘probe’ tones at unexpected frequencies are generally de-
tected with lower accuracy than ‘primary’ tones at the expected fre-
quency. For instance, a tone may be detected ∼90% of the time as the
‘primary’ but at chance level when it is the ‘probe’ (Scharf, 1998).
Unlike Squires et al. (1973), who were forced to collect thousands of
trials and rely solely on trial-by-trial variations in processing, we ex-
pected that this paradigm would generate those variations system-
atically. Second, whereas Squires et al. (1973) used a single-interval
task, we used a two-interval, two-alternative forced-choice (2i-2afc)
paradigm. Two consecutive intervals contained a noise masker, but
only one also contained a tone. Participants’ task was to indicate in
which interval the tone occurred. This allowed us to assess relationships
between confidence ratings and ERPs associated with both the presence
and absence of a tone within a trial. Arguably, both types of informa-
tion may be important for making a single confidence judgment.

We hypothesized that ‘primary’ tones would be detected with
greater accuracy and would be rated with higher confidence than
‘probe’ tones. We planned our ERP analyses to look at components that
have previously been related to metacognitive judgments: the auditory
N1/P2 complex (Squires et al., 1973) and the P3 (e.g., Curran, 2004;
Del Cul, Baillet, & Dehaene, 2007; Desender, Van Opstal, Hughes, &
Van den Bussche, 2016; Díaz et al., 2007; Gherman & Philiastides,
2015; Hillyard, Squires, Bauer, & Lindsay, 1971; Kouider et al., 2013;
Lindín & Díaz, 2010; Paul & Sutton, 1972, 1973; Paynter et al., 2009;
Skavhaug et al. 2010, 2013; Squires et al., 1973; Squires, Squires, &
Hillyard, 1975). While the N1/P2 complex is exogenous and does not
necessarily require an individual’s attention to a stimulus (though, as
discussed earlier, we acknowledge that attention affects N1 amplitude;
Hillyard et al., 1973; Okamoto, Stracke, Wolters, Schmael & Pantev,

2007), the P3 is endogenous and typically requires some decision to be
made by the participant and/or attentive processing (for a review, see
Donchin, 1981). In addition to comparing ‘primary’ versus ‘probe’
trials, we analyzed ERPs generated on trials given high- compared to
low-confidence ratings. Finally, we assessed correlations between con-
fidence ratings made on ‘primary’ and ‘probe’ trials and the amplitudes
of ERP components generated under those conditions. This analysis
assessed the hypothesis that individuals showing a larger effect in the
confidence rating dependent variable also show larger effects in their
ERPs. We expected that analyses would reveal at what stage or stages of
processing differences between these conditions arise when both sen-
sory and decision-related processes are task critical.

2. Methods

2.1. Participants

Twenty-two individuals (9 females; ages 19–40) with normal
audiometric thresholds (< 20 dB HL, 0.25–8 kHz) and experience in
psychoacoustic tasks participated. All signed a U.S. Air Force Research
Laboratory Institutional Review Board approved informed consent
document. Two individuals, one from each counterbalance assignment
(see below), were dropped from analysis because of excessive skin
potentials in the data.

2.2. Apparatus

Sounds were presented diotically through Etymotic ER-2 insert ear-
phones (Etymotic Research, Elk Grove Village, IL) at a fixed, comfortable
listening level (<81 dB SPL). Procedures were executed in MATLAB
(Mathworks, Natick, MA). Event-code timing was controlled with a
Tucker-Davis Technologies real-time processor (RP2.1; Tucker-Davis
Technologies, Alachua, FL). Listeners sat in a sound-attenuating booth.

2.3. Stimuli

On each trial, two 2400ms white noise sources (750ms on- and off-
ramps; Tukey window) were presented sequentially, with a 100-ms
pause in between. Noise sources served as maskers to the tone. For
simplicity, from henceforth we will refer to these sources as maskers
even though technically one of the sources does not actually mask
anything. The tone was an 80ms sinusoidal tone at 1000 or 2500Hz
that was embedded in one of the noise maskers at 1160ms relative to
masker onset.

2.4. Tasks

A depiction of a typical trial is shown in Fig. 1.

2.4.1. Detection task
On each trial, a tone was played in either the first or second masker

interval with equal a priori probabilities. Participants’ task was to in-
dicate whether the tone occurred in the first or second masker interval
using computer keys labeled “1” and “2”.

Each participant’s thresholds (∼71% correct) for detection in this
task (absent the metacognitive component) were estimated using 35-
trial adaptive blocks in a pre-experimental session. Three blocks were
run for each frequency starting at a signal-to-noise ratio of −10 dB,
lowering the level of the target 1 dB after every correct response, and
raising the level 2.43 dB after every incorrect response (Leek, Hanna, &
Marshall, 1992).1 The mean of the last 6 reversals in a block was taken

1 A computer error left several participants with only 2 tracks per frequency.
When this was the case, the median of the obtained tracks was used as the
participant’s threshold.
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as the threshold estimate for that block. The median of these threshold
estimates was considered to be a participant’s threshold. Thresholds
were, on average, −21.86 dB (SD=1.57) and −20.43 dB (SD=2.07)
for the 1000Hz tone and the 2500Hz tone, respectively.

During the experimental session, tones were presented 3 dB above
each individual participant’s thresholds (cf. Scharf, 1998). For half of
participants, there was an a priori probability that the 1000Hz (‘pri-
mary’) tone and the 2500 Hz (‘probe’) tone would occur 80% and 20%
of the time, respectively. A priori probabilities of 80%/20% were re-
versed for the other half of participants. Participants were made aware
that the tone could be one of two different frequencies. Five blocks of
65 trials were collected (325 trials total; ∼260 ‘primary’ trials, ∼65
‘probe’ trials) per participant.

For both the pre-experimental and experimental sessions, partici-
pants were instructed to withhold responding until the end of sound
playback. There was no response deadline. No feedback of correctness
was provided; however, if an inappropriate key was accidentally
pressed, the statement “you hit a wrong key!” was presented on the
screen. These trials were discarded from analysis. Both correct and in-
correct trials were included in all analyses reported in Section 3. Results.
However, see Supplementary Materials for analyses with correct trials
only as well as additional analyses that take into account the masker
interval order (whether the tone was presented in the first or second
masker).

2.4.2. Metacognitive task.
Following each detection-task response in the experimental session,

participants were presented with the prompt: “How confident are you
that you were correct?” Printed below the prompt on the computer
screen was a 6-point confidence scale. Participants were instructed to
enter ‘1’ when they had low confidence, and ‘6’ when they were highly
confident in the accuracy of their response. They were encouraged to
use the entire scale. Ratings were made with the number keypad of the
keyboard. There was no response deadline for confidence ratings.

2.5. Electrophysiology

Data were collected from a 38-channel array of electrodes with a
BioSemi Active II system (BioSemi, Amsterdam, Netherlands), at a
2048 Hz sampling rate, and 24-bit A/D resolution. Data were refer-
enced online to the Common-Mode-Sense/Driven-Right-Leg (CMS/
DRL) reference of the BioSemi system (see www.biosemi.com). Thirty-
two electrodes were fixed within a cap and arranged according to the
international 10–20 system. Six additional electrodes were placed at the
mastoids, and on lateral sides and below each eye. Electrode offsets
relative to CMS/DRL were brought within 25 μV or else were rejected
from analysis.

All offline analyses were performed using EEGLAB (Delorme &
Makeig, 2004; http://sccn.ucsd.edu/eeglab) and custom MATLAB
scripts/functions. The data were referenced to the average of mastoids,

and resampled at 256Hz (after applying a zero phase antialiasing filter).
An additional bandpass zero-phase Hamming window sinc finite impulse
response (FIR) filter (0.5 Hz and 40Hz passband edges; filter
order=1536) was applied with the pop_eegfiltnew() function of the EE-
GLAB toolbox in order to remove slow-wave drifts and high-frequency
activity that was not of interest for the planned ERP analyses. Based on
visual inspection, continuous data and channels contaminated by ex-
cessive noise or movement artifacts were removed. Remaining data were
submitted to independent components analysis (ICA). Independent
components (ICs) identified as artifacts (e.g., eye blinks) were subse-
quently removed from the channel data (Jung et al., 2000; Wisniewski,
Mercado, Church, Gramann, & Makeig, 2014). Following ICA, epochs
were extracted from −200 to 1500ms surrounding the tone onset for
tone-present intervals. Similar epochs were also extracted for tone-absent
intervals, time-locked to when the tone would have been presented.
Mean baseline voltages were subtracted (−200 to 0ms). ERPs were
generated by averaging single-epoch voltage time courses. Statistics on
trial counts per condition used in the main analyses were as follows: High
confidence, M=110.45, maximum=233, minimum=48; Low con-
fidence, M=80.45, maximum=137, minimum=21; Primary,
M=146.05, maximum=223, minimum=60; Probe M=44.85,
maximum=89, minimum=13.

2.6. Statistics

Amplitudes of ERP components were considered to be the mean
voltage within time-windows determined from the grand-average wa-
veforms across all conditions. Mean amplitudes were averaged across
groups of scalp locations encompassing frontal, central, posterior, left
lateralized, and right lateralized scalp locations (see Figs. 2 and 4 in
Section 3. Results). Time-windows for N1 and P2 were 140–180ms and
260–340ms, respectively. Note that latencies of these components are
later than canonical latencies (e.g., ∼100ms for N1). This was expected
given that tone masking generally delays components of the auditory
ERP (for a review, see Billings, Bennett, Molis, & Leek, 2011). Tone-
present P3 amplitudes were considered to be mean voltage from 400 to
1000ms. In addition to the P3 on tone-present intervals, we also ana-
lyzed the P3 on tone-absent intervals (400–1200ms). This served to
assess how late positivity on tone-absent intervals also related to the
primary/probe manipulation and to participants’ confidence (cf.
Squires et al., 1973). See Figure S1 in Supplementary Materials for but-
terfly plots of grand-average waveforms and time-windows for com-
puting mean amplitudes.

Mean amplitudes were analyzed with standard ANOVAs. All con-
ducted post-hoc tests were interpreted with Bonferroni corrections
(uncorrected p-values reported). Where ERP component amplitudes
were related to behavior, Pearson’s r was computed and assessed for
significance in the same way (i.e., as post-hoc).

Fig. 1. Depiction of a typical trial in the experiment. A detection task and a metacognitive task occurred on each trial. Two consecutive noise maskers were presented.
A tone was presented in one of the two masker intervals. The participant’s task was to indicate which noise masker contained the tone. After the detection task,
participants rated their confidence on a scale from 1 to 6.
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3. Results

All analyses were performed after collapsing across counterbalance
assignments. Including tone frequency as a factor in any of the analyses
added no significant main effects or interactions, ps > .05.

3.1. Behavioral data

Surprisingly, there was no significant difference in proportion cor-
rect between primary and probe trial types, t < 1. We believe that a
lack of a significant effect might be due to a larger frequency separation
between primary and probe tones than is typical (1500 Hz vs. ≤500 Hz;
Scharf, 1998). Nevertheless, proportion correct was trending such that
primary tone trials (M= .86, SE= .03) were more accurate than probe
trials (M= .81, SE= .04).

Participants did respond with higher confidence ratings on primary
(M=4.14, SE= .27) than probe (M=3.83, SE= .29) trials, however,
this difference was not significant, t < 1.1. For a more detailed look at
overall confidence resolution, Table 1 shows mean accuracy for high-
and low-confidence levels on primary and probe trials. Individual
participants had different biases in how they used the confidence rating
scale. Using the midpoint of the scale (i.e., a rating of 3.5) as a se-
paration between high and low confidence thus led to drastically un-
equal trial counts in these two categories across subjects. To control for
bias, we labeled trials as high confidence and low confidence using
individualized midpoints, derived from an individual’s mean

confidence rating. Trials with confidence ratings higher than the mean
were considered to be high-confidence trials. The opposite was true for
trials with confidence ratings below the mean. Participants’ confidence
ratings paralleled accuracy such that trials given high confidence
showed a greater proportion correct than trials given low confidence for
primary trials, t(19) = 5.64, p < .001, Cohen’s d=1.32, and probe
trials, t(19) = 5.15, p < .001, Cohen’s d=1.14 (see Table 1). This
shows that participants’ confidence ratings did relate to task accuracy.

3.2. ERP data – high confidence vs. low confidence

ERPs split up by high and low confidence based on participants’
mean confidence as individualized midpoints (just described in Section
3.1 Behavioral Data), presence/absence of a tone, and electrode cluster
are shown in Fig. 2. Scalp maps of ERP components are shown in Fig. 3.

When tones were present, they evoked an N1–P2 complex that was
clear at fronto-central and left- and right-lateralized locations (see
Section 2.6 Statistics for a discussion of component latency). At the
posterior cluster of electrodes there was also an apparent P3 peaking
between 500ms and 1000ms. This was expected (Donchin, 1981; Luck,
2005; Wisniewski et al., 2016). All three of these components appeared
to be strongest for high-confidence trials. Interestingly, there was a
comparable positivity for tone-absent intervals. This feature was also
strongest at the posterior cluster. Squires et al. (1973) similarly ob-
served a late positivity on tone-absent trials in their experiment that
was assumed to be a P3. Due to its similarity in scalp map to the P3
locked to tone presentations (see Fig. 3), and the similarity to previous
data, we will henceforth refer to this feature as a “tone-absent P3”. With
the possible exception of the N1, which showed relatively weak nega-
tivity on low-confidence trials, and a strong temporal projection (cf.
Näätänen & Picton, 1987), scalp maps are consistent with their labeling.
Note also that the local minimum at Cz observed for the N1 on high-
confidence trials is likely due to the overlapping P2 component which
shows a strong positivity at Cz (for review, see Luck, 2005).

Analyses employed 2 (Confidence: High, Low)×5 (Electrode
Cluster: Frontal, Central, Posterior, Left, Right) repeated-measures

Table 1
Mean proportion correct by confidence level and trial type and statistical
comparisons.

Trial type High confidence Low confidence p

Primary .92 (.04) .75 (.03) < .001
Probe .90 (.04) .70 (.04) < .001

Note. Values in parentheses are standard errors of the mean.

Fig. 2. ERPs at each electrode cluster for when the tone was present (left) and absent (right). ERPs corresponding to trials in which a participant gave high-confidence
ratings are in purple. Low-confidence trials are depicted in grey. Red points in scalps to the left of each row represent locations within the electrode cluster for that
row.
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ANOVAs. With N1 amplitude as the dependent variable, we found a
significant main effect of confidence, F (1,19) = 7.40, p= .014, η2p =
.28. Participants appeared to rate a trial with high confidence if a re-
latively large N1 was evoked, but low confidence if a relatively small
N1 was evoked. Qualitatively, this effect is mirrored in scalp maps
(Fig. 3), which show very little evidence of a N1 on low-confidence
trials. No other main effects or interactions were found, Fs < 2.

For P2 amplitude, we found a significant main effect of electrode
cluster, F (4,76) = 4.66, p= .002, η2p = .20, likely reflecting the fact
that P2 amplitude was larger at centrally-located electrodes (cf.
Näätänen & Picton, 1987; Ball et al., 2017). The main effect of con-
fidence was also significant, F(1,19) = 4.72, p= .043, η2p = .20. Similar
to N1, amplitudes were larger on high- compared to low-confidence
trials. The interaction was not significant, F < 2.

For the tone-present P3, there was a main effect of electrode cluster,
F(4,76) = 27.25, p < .001, η2p = .59. As is typical, tone-present P3
amplitude was largest at the posterior electrode cluster. There was also
a significant electrode cluster× confidence interaction, F(4,76) =
14.67, p < .001, η2p = .44. The interaction likely stems from the fact
that tone-present P3 amplitude was greater on high- compared to low-
confidence trials, primarily at the posterior cluster of electrodes.
Indeed, post-hoc repeated-measures t-tests (Bonferroni corrected; un-
corrected p-values reported) testing the P3 amplitude difference be-
tween high- and low-confidence trials at each electrode cluster revealed
a significant difference only for posterior electrode cluster, t(19) =

3.42, p= .003, Cohen’s d=1.22. The other comparisons were not
significant, ts < 2.81.

For the tone-absent P3, we found a significant main effect of elec-
trode cluster, F(4,76) = 9.01, p < .001, η2p = .32, likely reflecting the
strongest positivity being at posterior electrode sites (see Fig. 2). There
was also a significant main effect of confidence, F(1,19) = 6.35,
p= .045, η2p = .20, such that tone-absent P3 amplitude was greater for
low-confidence than high-confidence trials. Interestingly, the direction
of this main effect was opposite of that found for the tone-present P3.
The interaction was not significant, F < 2.

An additional control analysis was done using only correct high- and
low-confidence trials. Significant ERP component amplitude differences
between high- and low-confidence trials remained for the N1, p= .02,
P2, p= .034, and tone-absent P3, p= .017, as well as a significant
confidence by cluster interaction for tone-present P3, p < .001. Thus,
these effects were not dependent upon differences in correctness. For
more details, see Supplementary Materials.

3.3. ERP data – primary vs. probe.

Fig. 4 displays ERPs at all electrode clusters locked to the onset of
the tone (tone present) and to when the tone would have been pre-
sented (tone absent). ERPs in each panel are separated by primary
(cyan) and probe (grey) conditions. Scalp maps of components are
shown in Fig. 5. There appeared to be some difference between primary

Fig. 3. Scalp maps of N1, P2, tone-present P3, and tone-absent P3 broken up by confidence level.

Fig. 4. ERPs at each electrode cluster for when the tone was present (left) and absent (right). ERPs corresponding to trials with primary tones are in cyan. Probe trials
are depicted in grey. Red points in scalps to the left of each row represent locations within the electrode cluster for that row. (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this article.)
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and probe trials observable in the scalp maps of N1 and the tone-absent
P3. However, unlike the differences between high- and low-confidence
trials, the differences between primary and probe trials appeared
minimal across all components.

We conducted 2 (Trial Type: Primary, Probe)× 5 (Electrode
Cluster: Frontal, Central, Posterior, Left, Right) repeated measures
ANOVAs on component amplitudes. For N1, there were no significant
effects found, Fs < 2.26. For P2, there was a significant main effect of
electrode cluster, F(4,76) = 4.98, p= .001, η2p = .21 (cf. Section 3.2),
however, the main effect of trial type and trial type× cluster interac-
tion were not significant, Fs < 2. There were significant main effects of
electrode cluster for the tone-present P3, F(4,76) = 29.20, p < .001, η2p
= .61, and tone-absent P3, F(4,76) = 9.98, p < .001, η2p = .34.
However, no other main effects or interactions were found, Fs < 2.
Thus, similar to the behavioral data reported in Section 3.1, there was
little evidence for any ERP differences between primary and probe
trials.

3.4. ERP/behavior relationships

It was unexpected that the primary/probe manipulation would re-
veal little difference in behavior and ERPs. Rather, the largest differ-
ences reported thus far were between trials given high- compared to
low-confidence ratings. We thus conducted analyses to inquire into the
relationship between confidence on primary and probe trials and the
ERP data. Of particular interest to us was whether or not participants’
differences in ERPs between primary and probe trials correlated with
differences in confidence ratings made on primary and probe trials. In
order to characterize differences in ERPs, we calculated a difference
measure for the N1, P2, tone-present P3, and tone-absent P3. For each
ERP component, the difference between primary and probe trials was
characterized by the primary-minus-probe amplitude difference.
Similarly, the behavioral difference between primary and probe trials
was considered to be average confidence for primary trials minus
average confidence for probe trials.

Fig. 6 shows scatterplots of each individual’s difference in average
confidence ratings for primary and probe trials (y-axes) as a function of
their difference in component amplitude for primary and probe trials

(x-axes). The relationship was significant for the N1, r(18) = -.61,
p= .005, and tone-present P3, r(18) = .60, p= .006. Both significant
relationships trended such that there were larger amplitudes on pri-
mary compared to probe trials when confidence was greater on primary
compared to probe trials. Correlations were not significant for the P2
and tone-absent P3.

4. Discussion

In this study, participants were asked to provide confidence ratings
regarding the accuracy of their responses in a 2i-2afc auditory detection
task. The probabilities of a tone presented at 1000 Hz and 2500Hz were
manipulated in an attempt to systematically induce different accuracies
and confidence ratings (Scharf, 1998). The intent was to examine, with
ERPs, how metacognitive judgments relate to several different stages of
task-related processing when detectability was similar across trials
(3 dB above ∼71% correct thresholds). Surprisingly, the manipulation
of tone probability (i.e., the primary vs. probe manipulation) failed to
yield any significant effects in either behavior or ERPs. However, par-
ticipants’ confidence ratings paralleled accuracy such that trials given
high confidence showed a greater proportion correct than trials given
low confidence. Further, after splitting trials up into high- and low-
confidence trials and computing ERPs, several ERP components were
clearly related to confidence. Correlational analyses of confidence rat-
ings and ERP amplitudes between primary and probe trials also re-
vealed that individual differences in the N1 and P3 to primary and
probe presentations were related to differences in confidence ratings.

The finding that N1 was larger in amplitude for high- compared to
low-confidence trials is unlike many of the recent ERP results em-
ploying non-auditory tasks, but similar to early auditory work (Squires
et al., 1973). The result is also consistent with the work of one group
who recently found neural responses to be related to confidence early in
visual perception. Graziano, Parra, and Sigman (2015) sought neural
markers of confidence at the single trial level. Participants were asked
to indicate the identity of the letter in an array at a cued location and
rate confidence on each trial. They found confidence was partially in-
dexed by an early stage during the initial processing of the stimulus
(overlapped with the P1 and P2 components or the visual-evoked

Fig. 5. Scalp maps of N1, P2, tone-present P3, and tone-absent P3 broken up by trial type.

Fig. 6. Scatterplots of primary minus probe N1, P2, tone-present P3, and tone-absent P3 amplitudes as they relate to primary minus probe confidence ratings.
Pearson’s r is shown for each correlation. Lines represent best linear fits of the data. Asterisks highlight significant correlations (**p < .01).
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potential), suggesting that relationships between metacognitive judg-
ments and early sensory processing are not restricted to the auditory
modality.

P2 amplitudes were also larger on high- compared to low-con-
fidence trials. Our ERP data revealed a clear N1/P2 complex at fronto-
central and left- and right-lateralized locations when a tone was present
(see Fig. 2, left panel). Indeed, the N1 and P2 commonly co-occur in the
auditory evoked potential (for review, see Billings et al., 2011;
Näätänen & Picton, 1987). It is not all too surprising that both N1 and
P2 behaved similarly. It might also be the case that the P2 amplitude
tracked confidence in Squires et al.’s (1973) study. Though Squires
et al. (1973) presumed the positive peak on high-confidence trials to be
a P3, they also acknowledged that the P2 component may have con-
tributed to the effects (p. 267). Because they only measured ERP am-
plitudes from a single vertex electrode, it was difficult to determine
which component their results reflected. Our results, which contained
data from an array of electrodes covering the scalp, showed that both
P2 and P3 (discussed next) showed significant differences between
confidence levels. Thus, confidence did not parallel either, but instead
paralleled both. That the amplitudes of components in the N1/P2
complex paralleled confidence, even when the stimuli presented were
matched for detectability, suggests that trial-by-trial variations in cor-
tical sensory processing contribute to an individual’s confidence.

For tone-present P3 amplitudes, we found a confidence by electrode
cluster interaction indicating that amplitude was larger on trials given
high- compared to low-confidence ratings primarily at the posterior
cluster of electrodes. This is consistent with the known scalp topo-
graphy of the P3 component (for review, see Luck, 2005; Donchin,
1981), and repeated findings that the amplitude of the P3 component
can increase with increased confidence in auditory detection tasks (e.g.,
Hillyard et al., 1971; Paul & Sutton, 1972, 1973; Squires et al., 1973,
1975). Recent work continues to examine the P3 in the context of
metacognition, but primarily in visual tasks (e.g., Curran, 2004; Del Cul
et al., 2007; Kouider et al., 2013). In Desender et al. (2016), partici-
pants decided whether a target arrow was pointed left or right. An
arrow was presented just prior to the target arrow presentation as a
prime. Primes were either congruent (pointed in same direction as the
target) or incongruent (pointed in opposite direction as the target). As a
consequence, congruency varied metacognitive experiences of trial-by-
trial difficulty. Participants tended to judge congruent trials as “easy”
and incongruent trials as “hard”. Desender et al.’s (2016) ERP results
showed that the stimulus-locked P3 component was modulated by
congruency but that this modulation interacted with metacognitive
(“easy” vs. “hard”) judgments. Our results in an auditory detection task
fit well with this ERP work. That is, both studies employed manipula-
tions meant to facilitate or hinder performance, and subsequently found
that trials separated by metacognitive ratings showed different ERPs.

On tone-absent intervals in our 2i-2afc task, there was a late posi-
tivity that resembled a P3. Interestingly, this tone-absent P3 was larger
for low-confidence than high-confidence trials. That is, participants
made low-confidence judgments on trials for which there was a larger
P3 during the tone-absent interval. This supports the relationship be-
tween confidence and P3 even when there is no tone. Participants may
use information, even in tone-absent intervals, to make confidence
judgments. Similar conclusions have been made regarding high P3
amplitudes on false alarm trials in memory paradigms (Chen, Voss, &
Guo, 2012). Although most work has associated greater amplitude P3s
with higher confidence, it is interesting that large P3s for tone-absent
intervals precedes low-confidence ratings. Our tone-absent result is
consistent with the balance-of-evidence hypothesis, which predicts
confidence as a function of the difference in sensory evidence accu-
mulation between the selected and non-selected choice (Vickers, 1979).
A large P3 amplitude during a tone-absent interval conflicts with any
sensory evidence during the tone-present interval, contributing to low
confidence in the accuracy of one’s response. However, others have
challenged this position, showing that conflicting information (e.g.,

evidence supporting the non-selected choice) does not contribute to
confidence judgments (Zylberberg, Barttfeld, & Sigman, 2012). Our
data suggest that it is too simple a story to say that larger P3 amplitudes
mean greater confidence. The relationship between P3 amplitude and
confidence depends upon the task at hand and the information being
processed (e.g., presence vs. absence of a tone).

The probability manipulation (i.e., primary vs. probe) was expected
to yield detection performance differences between ‘primary’ and
‘probe’ trials, but it did not. Indeed, unlike many previous studies (e.g.,
Scharf, 1998), detectability in our study was not significantly greater
for a ‘primary’ tone than for a ‘probe’ tone, nor was confidence. ERPs
were also comparable between primary and probe trials. As mentioned
earlier, we believe that a lack of significant effects here might be due to
a large frequency separation between primary and probe tones. Atten-
tional filters set up by probability may have had excitatory and in-
hibitory regions that were outside the range of probe tone frequencies.
Fritz, Shamma, Elhilali, & Klein (2003) found in ferrets that attention
can facilitate neural responses to a target frequency while at the same
time suppressing responses from neurons coding for frequencies im-
mediately adjacent to the target. In our case, perhaps the probe fre-
quency was too far removed (1500 Hz) from the target to be suppressed
enough to see effects. A second possibility is that the probe, being
1500 Hz distant from the target frequency elicited a stronger response
upon presentation due to novelty (for review, see Donchin, 1981). Still
more, it is also possible that because listeners had knowledge that there
were two different frequencies, they did not develop a consistent sen-
sory perceptual template for one frequency over the other (Näätänen,
Tervaniemi, Sussman, Paavilainen, & Winkler, 2001). For instance,
some have proposed that distant frequency probes may lead listeners to
adopt a multi-focus strategy by dividing attention among multiple fre-
quency bands (Dai, Scharf, & Buus, 1991).

Even though primary vs. probe differences were not apparent in the
grand-average data, our novel brain-behavior correlational analyses of
primary and probe trials demonstrated in a new way the degree to
which ERP dynamics parallel confidence ratings. We tested the corre-
lation between primary minus probe confidence and primary minus
probe ERP component amplitude. We found a significant correlation for
N1 and tone-present P3. Individuals with larger differences between
confidence on primary and probe trials displayed larger difference be-
tween primary and probe N1 and tone-present P3 component ampli-
tude. These results demonstrate that the difference in an individual’s
ERP response to primary and probe tones predict confidence ratings
made later on in the trial. They go further in demonstrating that the N1
and P3 are related to confidence on an individual differences level (cf.
fMRI data; McCurdy et al., 2013). It is also worthwhile to note that both
the correlational analyses and the grouped-level analyses convincingly
demonstrate that ERP effects are related more clearly to confidence
than stimulus frequency characteristics when sounds are detected at
similar levels of accuracy (3 dB above ∼71% correct thresholds).

Based on our data, and the existing literature, we believe that me-
tacognitive judgments may be made using information at several stages
of processing: sensory inputs, decision variables, predictions, decision
processes, and a post-decision evaluation (Meyniel, Sigman, & Mainen,
2015). Metacognition may be task dependent with metacognitive
judgments in different types of tasks relying disproportionally on one
stage of processing over another. Tasks relying heavily on the quality of
sensory information may show metacognitive judgments that are at
least partially based on the quality of an internal representation of the
stimulus, which can vary from trial-to-trial. In contrast, in tasks re-
quiring the use of conceptual information (e.g., stimulus category or
familiarity), or the monitoring of ongoing errors (e.g., mistakes in
speeded decisions), metacognitive judgments may rely on later pro-
cessing stages. Curran (2004) provides support for this position. He
found parietal ERP (400–800ms) amplitudes increased with confidence
in recognizing old (but not new) items in a word list remember/know
task. This finding was interpreted to mean that the parietal old/new
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effect—an effect which co-occurs with the P300 component (Bentin &
McCarthy, 1994; Spencer, Vila Abad, & Donchin, 2000)—is not ex-
plained by generic decision processes producing confidence differences.
Rather, it may be related to recollection process engaged with studied
(old) items. Recent neuroimaging work is also supportive of this view.
For example, Fleming, Ryu, Golfinos, and Blackmon (2014) found that
lesions to the anterior prefrontal cortex (aPFC) impaired metacognitive
ability (how well one’s metacognitive ratings, such as confidence, dis-
criminate between his or her correct and incorrect responses) in per-
ceptual but not memory-related tasks. Additionally, McCurdy et al.
(2013) found that grey matter volume in the aPFC predicted individual
differences in visual metacognition while the medial parietal cortex
grey matter volume predicted individual differences in memory meta-
cognition (also, see Baird, Smallwood, Gorgolewski, & Margulies,
2013).

Not all neuroimaging work has supported the idea that metacog-
nition processes are task-dependent. Recently, Lemaitre, Herbet,
Duffau, and Lafargue (2018) demonstrated preserved perceptual me-
tacognitive ability following brain damage and removal of Brodmann
area 10, the anterior-most portion of the prefrontal cortex. This result
conflicts with Fleming et al.’s (2014) aPFC lesions result. It is poten-
tially useful to see how metacognition does and does not vary as a
function of task type (de Gardelle & Mamassian, 2014; Song et al.,
2011; Zakrzewski, 2016) and sensory modality (Ais, Zylberberg,
Barttfeld, & Sigman, 2016; de Gardelle, Le Corre, & Mamassian, 2016;
Faivre, Filevich, Solovey, Kühn, & Blanke, 2018). Metacognitive ability
may generalize across sensory modalities when tasks in each modality
are similar. For example, Faivre et al. (2018) found metacognitive ef-
ficiency to correlate across visual, auditory, and tactile tasks involving
stimulus intensity judgments (in experiment 1) and congruency judg-
ments (in experiment 2) but did not test supramodality across tasks that
differed in paradigm (e.g., stimulus detection vs. stimulus categoriza-
tion). Relatedly, McCurdy et al. (2013) found a behavioral correlation
of metacognitive efficiency across memory and perceptual tasks, how-
ever, both used a 2AFC paradigm. In contrast, Baird et al. (2013) re-
vealed no behavioral correlation across perceptual and memory tasks
when the perceptual task involved an oddity task procedure while their
memory task used a two-choice old/new discrimination procedure. In
general, we believe that our work in the context of the existing litera-
ture supports a task-specific view of metacognition. That is, metacog-
nitive processes vary depending upon the task at hand.

4.1. Considerations and future directions

It is important to note that it is not the aim of our study to identify
the neural correlates of confidence alone. As Pouget, Drugowitsch, and
Kepecs (2016) point out, confidence ratings may also depend on be-
havioral cues, context, bias, and so on. Therefore, any correlations
between confidence ratings and neural activity may be the result of
more than just internal monitoring of performance accuracy. We ac-
knowledge this limitation and do not claim that our measure of ERP
amplitudes index metacognition. For instance, the N1 is an exogenous
ERP component that is elicited even in the absence of attention directed
towards the sounds. It is plausible that the N1 reflects the quality of
stimulus representations used as input in the metacognitive process.
That quality may differ from trial to trial either because of the waxing
and waning of attentional states (e.g., Boksem, Meijman, & Lorist,
2005), cortical state at stimulus onset (e.g., Hermann, Henry, Haegens,
& Obleser, 2016), or experience-related changes in representations
themselves (e.g., Budd, Barry, Gordon, Rennie, & Michie, 1998;
Wisniewski, Radell, Guillette, Sturdy, & Mercado, 2012). The same
could be said for the P3, although this is more debatable (see Gherman
& Philiastides, 2015).

It should be further mentioned that other tasks might yield corre-
lates of metacognitive judgments in other EEG features. Recently,
Wöstmann, Herrmann, Wilsch, and Obleser (2015) found that 7–13 Hz

alpha power during a difficult auditory number comparison task was
related to confidence ratings. Lower alpha power between number
presentations was associated with higher confidence. Based on theories
wherein increases in alpha power reflect inhibition of task-irrelevant
brain regions (e.g., Jensen & Mazaheri, 2010; also, see Wisniewski,
Thompson, & Iyer, 2017), those authors interpreted increases of alpha
power as indicative of more effortful attentional processes at play on
low-confidence trials. In other words, early inhibition of task-irrelevant
brain regions as well as listening effort and attention may contribute to
subsequent confidence in the accuracy of one’s response. Relatedly,
Kubanek, Hill, Snyder, and Schalk (2015) found alpha activity fol-
lowing the presentation of an auditory stimulus predicted whether
participants were “sure” or “unsure” of their choice. Additional tasks
that may show an association between metacognitive judgments and
sensory and/or stimulus-processing related features of EEG (besides N1)
include those in which stimulus rate is important. These tasks might
show confidence judgments that track variability in the brain’s ability
to synchronize to stimulus presentation rate (indexed by steady-state
responses; Luck, 2005). Infrequent stimuli presented among frequently-
presented standard stimuli are well known to generate a mismatch-
negativity (MMN; Näätänen, Paavilainen, Rinne, & Alho, 2007). Other
tasks in which the recognition in a change from frequent input may
show a parallel of the MMN with confidence ratings. Our results are not
at odds with these possibilities. The purpose of our study is to under-
stand what the relationship between stimulus-locked ERP components
(related to early and late stages of processing) and confidence might tell
us about the stages of metacognition.

Although the present study was designed to examine the neural
correlates of human metacognition, our findings have important im-
plications for non-human animal (hereafter, animal) research as well.
Researchers have developed ways to measure metacognition without
verbal report, revealing similar behavioral patterns when humans and
animals face difficulty (e.g., Kornell, Son, & Terrace, 2007; Smith, 2009;
Smith, Beran, & Couchman, 2012). However, there is a debate over
whether or not uncertainty responses (the inverse of confidence;
Meyniel et al., 2015) are driven by associative, reinforcement learning
processes (e.g., Basile, Schroeder, Brown, Templar, & Hampton, 2015;
Carruthers, 2008; Jozefowiez, Staddon, & Cerutti, 2009; Le Pelley,
2012; Smith, Zakrzewski, & Church, 2016). This disagreement extends
to neuroscience results (e.g., Kiani & Shadlen, 2009; Middlebrooks &
Sommer, 2012; Paul et al., 2015). Even though our task gave no feed-
back, we replicated the N1, tone-present P3, and tone-absent P3 con-
fidence results for correct-only trials (see Supplementary Materials). The
present findings show a pattern of neural activity that is related to
confidence under the same (internal) reinforcement conditions, chal-
lenging associative-based accounts of metacognition (e.g., Le Pelley,
2012).

Some researchers have already taken a crucial next step, asking
whether or not neural features predict behaviors related to confidence
in animals (e.g., Kepecs, Uchida, Zariwala, & Mainen, 2008; Kiani &
Shadlen, 2009; Komura, Nikkuni, Hirashima, Uetake, & Miyamoto,
2013; Middlebrooks & Sommer, 2012). For example, Kiani and Shadlen
(2009) showed neural responses in monkeys’ parietal cortex related to
certainty in an opt-out task. However, this and other opt-out tasks (e.g.,
Komura et al., 2013) still provide a small reward for opt-out responses,
making behavioral interpretations less clear. Additionally, many studies
vary stimulus characteristics across a continuum (e.g., color, motion,
density, etc.), producing metacognitive responses that may relate to
changes in the stimulus. The present study shows metacognitive re-
sponses relating to an internal response while the stimulus (tone) re-
mains essentially constant on all trials. Future behavioral work con-
trolling stimulus characteristics, coupled with neuroimaging, such as
EEG, might allow a robust extension of the present ERP results to ani-
mals. Such work might reveal the time-course of confidence or un-
certainty in animals as well.
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4.2. Conclusions

We used the ERP method to examine processing that relates to
metacognitive judgments in a simple auditory detection task. Auditory
N1, P2, and P3 amplitudes paralleled ratings of confidence.
Additionally, differences in confidence on two trial types (‘primary’ and
‘probe’) correlated with differences in N1 and tone-present P3 ampli-
tude on those two trial types. The current results in the context of the
literature suggest a need to examine how metacognition in different
types of tasks may rely on different processes. They also open up pos-
sibilities to study metacognitive issues in new ways.
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